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Abstract
● Stealing attack against controlled information has become an emerging cyber security threat in

recent years.
● Due to the boom of advanced analytics solutions, novel stealing attacks utilize machine

learning (ML) algorithms to achieve high success rate and cause a lot of damage.
● Detecting and defending against such attacks is challenging and urgent so that governments,

organizations, and individuals should attach great importance to the ML-based stealing
attacks.

● This survey presents the recent advances in this new type of attack and corresponding
countermeasures.

● The ML-based stealing attack is reviewed in perspectives of three categories of targeted controlled
information, including controlled user activities, controlled ML model-related information, and
controlled authentication information.

● Recent publications are summarized to generalize an overarching attack methodology and to
derive the limitations and future directions of ML-based stealing attacks. Furthermore,
countermeasures are proposed towards developing effective protections from three aspects—
detection, disruption, and isolation.

● Key Words: Cyber attacks, machine learning, information leakage, cyber security, controlled
information.
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3. ML-BASED STEALING ATTACKS & PROTECTIONS
Fig. 1. Introduced Stealing Controlled Information Attack Categories. (Info: information)



3. ML-BASED STEALING ATTACKS & PROTECTIONS
● Reviews of core papers regarding MLBSA methodology.
● Hierarchically review according to Fig. 1.
● Section 3.1 is based MLBSA on different kinds of accessible data,
● Section 3.2 and Section 3.3 are grouped by MLBSA on different kinds of controlled

targeted information attack. The attack methods and countermeasures are
discussed.

● Table 2: relevant high-quality papers from 2014-2019 about information leakage
threat and the stealing attack (columns: controlled information, the accessible data
and the goal).

● Tables 3 to 11 summarize all subclasses of MLBSA of the review. For each, “dataset
for an experiment”, “dataset description”, “feature engineering (/targeted ML
model)”, and “ML-based attack methods” is addressed.

● The information of the dataset and source code for these attacks are listed on Github
1.



3. ML-BASED STEALING ATTACKS & PROTECTIONS
3.1 Controlled User Activities Information

● It is essential for security specialists to protect user activities information.
● private activities are valuable to adversaries, but also the adversary can exploit some

specific activities (i.e. foreground app) to perform malicious attacks such as the
phishing attack [26].

● Attackers pursue two types of data —
○ kernel data and
○ sensor data.

● According to the utilized kernel data and sensor data, controlled user activities
information were stolen through timing analysis and frequency analysis.



3. ML-BASED STEALING ATTACKS & PROTECTIONS



3. ML-BASED STEALING ATTACKS & PROTECTIONS
3.1 Controlled User Activities Information

3.1.1 Stealing controlled user activities from kernel data

Stealing User Activities with Timing Analysis: [26, 119]
Stealing User Activities with iOS Side-channel Attack: [151]
Protection using Privacy Mechanism: [136]

Table 3. Stealing Controlled User Activities using Kernel Data
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3.1 Controlled User Activities Information

3.1.2 Stealing controlled user activities using sensor data

Stealing Machine’s Activities with Sensor-based Attack: [50]
Context-aware Sensor-based Detector: [117]

Table 4. Stealing Controlled User Activities using Sensor Data



3. ML-BASED STEALING ATTACKS & PROTECTIONS
3.1 Controlled User Activities Information

● ML-based attacks steal user activities information from operating systems.
● According to the data sources, there are two kinds of attacks —

○ using kernel data and
○ using sensor data.

● Kernel data reveals some system-level behaviors of the target system, while
● Sensor data reflects the system’s reactions on specific functionality used by users [26 ].
● The kernel data analyzed with time dimension, sensor data with frequency analysis.
● Countermeasures:

○ Differential privacy is a method to prevent stealing user activities information.
○ Noise injection in [136, 150] to an accessible data source (like Android kernel log

files).
○ Access restriction to accessible data [151].
○ Build a model to detect potential stealing threats like in [ 117].
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3.2 Controlled ML Model Related Information
● ML model related information consists of the model description, training data

information, testing data information, and testing results.
● The ML model and users’ uploaded training data (cloud) are the targets.
● By querying the model via MLaaS APIs, the prediction/classification results are

displayed. The model description and training data information are controlled,
otherwise, it is easy for an attacker to interpret the victim’s query result. As most of ML
services charge users per query [ 41 , 92 , 112], this kind of attack may cause huge
financial losses.

● Additionally, several ML models including neural networks are suffered from adversarial
examples. Adding small but intentionally worst-case perturbations to inputs, adversarial
examples result in the model predicting incorrect answers [ 39 ]. By revealing the
knowledge of either the model’s internal information or its training data, the stealing
attack can facilitate the generation of adversarial examples [ 98 , 101].
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3.2 Controlled ML Model Related Information

3.2.1 Stealing controlled ML model description

Stealing Parameters Attack: [125, 101]
Model extraction attacks targeting ML models of the MLaaS systems. The goal of the model 
extraction attacks was constructing the adversary’s own ML model which closely mimics the 
original model on the MLaaS platform. That is, the constructed ML model can duplicate the 
functionality of the original one.

Stealing Hyperparameters Attack: [131,98]
Stealing hyperparameters in the objective function of the targeted MLaaS model may result 
in gaining financial benefits



3. ML-BASED STEALING ATTACKS & PROTECTIONS
3.2 Controlled ML Model Related Information

3.2.1 Stealing controlled ML model description

Table 5. Stealing Controlled ML Model Description
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3.2 Controlled ML Model Related Information

3.2.2 Stealing controlled ML model’s training data.

Model Inversion Attack & Defense: [34]
Stealing the Training Data of Deep Model with GAN: [49]
Membership Inference Attack: [116]
Property Inference Attack: [38, 91]
Protection using Adversarial Regularization: [95]
Protection using PATE: [100]
Protection using Count Featurization: [70]
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3.2 Controlled ML Model Related Information

3.2.2 Stealing controlled ML model’s training data.

● Section 3.2, MLBSA against model related information target at either model descriptions or model’s training data.
● The other two ways focus on attacks at training/inference phase and with black-/white-box access [ 102].
● Model extraction attacks [101, 125] and
● Hyperparameter stealing attacks [ 98, 131] leak the model’s internal information happened at inference phase.
● Attackers steal model’s training data mostly at inference phase, except the GAN attack [ 49 ] and the property inference attack [ 91] which

happen at training phase of collaborative learning.
● When attacking during training phase, attackers with white-box access to the model can exploit its internal information. As shown in Table 8,

the white-box access allows attackers to have more prior knowledge than black-box, which results in high performance of the stealing attack
[34 ].

● On the other hand, black-box attacks can be more applicable in the real world. Except [110], most of the attackers in this category under
black-box access know the learning algorithm of the target model [34, 71, 98, 101, 125, 131].

● Countermeasures: Concerning the ML pipeline, the protection methods will be applied in data preprocessing phase, training phase, and
inference phase respectively.

● Differential privacy noise used in the first phase can build a privacy- preserving training set [ 70 ].
● Differential privacy is the most common countermeasures to defend against the stealing attack, however, it alone cannot prevent the GAN

attack [49].
● Differential privacy, regularization, dropout, and rounding techniques are popular protections at the training and inference phases. At the

training phase, differential privacy on parameters cannot resist the GAN attack [49], while rounding parameters is ineffective against
hyperparameter stealing Manuscript submitted to ACM.
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3.3 Controlled Authentication Information

3.3.1 Stealing controlled keystroke data for authentication

Keystroke Inference Attack: [79]
Video-Assisted Keystroke Inference Attack: [122]

Table 9. Stealing Controlled Keystroke Data for Authentication.
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3.3 Controlled Authentication Information

3.3.1 Stealing controlled keystroke data for authentication
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3.3 Controlled Authentication Information

3.3.2 Stealing controlled secret keys for authentication

Stealing secret keys with TLB Cache Data: [42]
Protection Against Leakage from CPU Cache Data: [152]

Table 10. Stealing Controlled Secret Keys for Authentication (Information: info)
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3.3 Controlled Authentication Information

3.3.3 Stealing controlled password data for authentication

Online Password Guessing Attack: [132]
Password Guessing with Semantic Pattern Analysis: [128]
Protection with Modeling Password Guessability: [90]

Table 11. Stealing Controlled Password Data for Authentication
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3.3 Controlled Authentication Information

3.3.3 Stealing controlled password data for authentication
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3.3 Controlled Authentication Information

3.3.4 Summary

● ML-based stealing attacks target at users’ keystroke authentication, secret keys and passwords.
● Attackers steal users’ passwords by cracking the useful information online. For the other two

objectives, they exploit the information based on users’ activities recorded by an Operating System
(i.e. TLB/CPU cache data).

● Password guessing attacks use the probabilistic method to construct a password with the least
number of guesses. The attack on the remaining two targets can be transferred as classification
tasks by generating keystroke patterns and cache set states.

● Countermeasures:
● From the security perspective, two types of countermeasures are introduced as the access

restriction and the attack detection.
● The secret keys, for example, can be protected by managing the accessible related cache data

[152].
● The analysis of password guessability [90] can secure the user’s account by setting a strong

password. The weak passwords are evaded by detection.
● The future direction can target the effectiveness of guessing model prediction which is limited by the

sparsity of training samples [90]. The defense for the keystroke inference has not been well-
developed. The future work may explore the secured access of related sensor data.



4. CHALLENGES AND FUTURE WORKS
● The recent publications about the ML-based stealing attacks against the controlled

information and the corresponding defense methods are reviewed.
● Some attacks can steal the information, but they make strong assumptions of the

attacker’s prior knowledge. For instance, the attacker is assumed to know the ML
algorithm as a necessary condition prior to stealing the model/training samples.

● However, this prior knowledge is not always publicly known in the real world cases.
Additionally, the attack methods are not mature technologies and have great room for
improvement. Table 2 outlines the target and accessible data for each paper.

● And Table 12 summarizes the core research papers in the perspectives of attack,
protection, related ML techniques, and evaluation. The following subsections will
discuss the future directions of the ML-based stealing attack and feasible
countermeasures as shown in Fig. 8.
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Fig. 8. The Challenges of ML-based Stealing Attack and Its Defenses
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4.1 Attack
4.1.1 Reconnaissance

● The reconnaissance phase consists of two main tasks — the target definition and valuable
accessible data analysis. The denotation of the target determines which kind of accessible
resources is valuable. The further attack mechanism is designed according to the analysis of
accessible data during the reconnaissance phase. It is essential to ensure that the
information accessible to legitimate users contains valuable information for stealing attacks to
succeed.

4.1.2 Data Collection

● Determining the valuable accessible data is only a part of an ML-based stealing attack. To
take advantages of the ML mechanism, the valuable dataset collected in this phase should
guarantee its representation, reliability, and comprehensiveness. If either one of three is
unsatisfactory, then the results of the stealing attack will be inaccurate.

● The first challenge is collecting valuable data with the representative information.
● The second challenge appears while collecting a reliable dataset.
● The third challenge of comprehensive dataset collection involves determining the

size/distribution of the training dataset and the testing dataset.
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4.1 Attack
4.1.3 Feature Engineering

Feature engineering in the MLBSA methodology intends to refine the collected data for the
effective and efficient training process. It is critical to the performance of ML-based attack by
eliminating the noise from the collected data. However, among the current research, the
techniques used in feature engineering remain underdeveloped.

4.1.4 Attacking the Objective

The main tasks include training and testing the ML model to steal the controlled information.
There are a few challenges of stealing attacks with respect to training and testing ML models
including unknown model algorithms, unknown hyperparameters of ML model, and the
limited amount of testing time.
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4.1 Attack
4.1.5 Evaluation

● To effectively infer the controlled information, most of the investigated research applied
ML mechanism. The prediction of the unknown testing samples is a challenge for ML-
based stealing attacks, as the supervised learning algorithm dominates the attack
methods. That is, if the true label of a testing sample has not been learned by the
model during the training phase, this sample will be recognized as an incorrect class.
The testing samples, which are unknown to the training dataset, affect the evaluation
results and subsequently reduce the stealing attack’s accuracy. To improve the
performance of such attacks, the attacker needs to achieve breakthroughs towards
predicting the unknown data
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4.2 Defense

● Targeting diverse controlled information, the countermeasures in protecting the
information from ML-based stealing attacks are summarized.

○ 1) the detection is indicated as detecting related critical indications;
○ 2) the disruption intends to break the accessible data at a tolerable cost of

service’s utility; and
○ 3) isolation aims to limit the access to some valuable data sources.

● the countermeasures mainly applied in the first two phases. Specifically, isolation
restricts the attacker’s access and makes the attack fail at the first phase; and
disruption may confuse the attacker in the second phase and hinder the attacker to
build a successful attack model.
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4.2 Defense

Targeting diverse controlled information, the countermeasures in protecting the information from ML-
based stealing attacks are summarized. In general, the countermeasures can be summarized into three
groups: 1) the detection is indicated as detecting related critical indications; 2) the disruption intends to
break the accessible data at a tolerable cost of service’s utility; and 3) isolation aims to limit the access to
some valuable data sources. As shown in Fig. 8, the countermeasures mainly applied in the first two
phases. Specifically, isolation restricts the attacker’s access and makes the attack fail at the first phase;
and disruption may confuse the attacker in the second phase and hinder the attacker to build a successful
attack model. The detection techniques can detect the attacker’s actions and then protect the information
from being stolen. These issues are explained as follows.

4.2.1 Detection

To detect potential stealing attacks in advance, the relevant crucial indications are required by analyzing
the functionality related to the controlled information. Defenders should notice the attackers’ actions as
soon as the attackers start the reconnaissance or the data collection processes. Based on the attacker’s
future directions, the detection is proposed accordingly in order to prevent the attack at an early stage and
minimize the loss of stealing the controlled information. Manuscript submitted to ACM.
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4.2 Defense

4.2.2 Disruption

Disruption can protect the controlled information via obstructing the information used in each phase of the
MLBSA methodology. Disrupting the accessible data currently involves two methods as adding noise to
data sources and degrading the quality/precision of service’s outputs. For more advanced
countermeasures, further research needs to better understand the attacker’s future directions

4.2.3 Isolation

Isolation can assist the system by eliminating the information stealing threat, which hinders the attacker
from progressing through the reconnaissance phase. No matter how attackers improve their strategies
and techniques, isolation can protect the controlled information by restricting access to the data of interest.
Specifically, it is effective to control the accessible data via restricting the access or managing the dynamic
permission [ 26, 79 , 116, 119]. When the stealing attacks advance, defenders can apply ML techniques to
automatically control as many as possible accesses related to the targeted controlled information.
However, this protection is highlighted to be applied cautiously by concerning the utility of the service. On
the one hand, specialists can remove the some information channels Manuscript submitted to ACM



5. CONCLUSION
● The ML-based stealing attack against the controlled information and the defense mechanisms are reviewed.
● The generalized MLBSA methodology compatible with the published work is outlined.
● Specifically, the MLBSA methodology uncovers how adversaries steal the controlled information in five phases, i.e.

reconnaissance, data collection, feature engineering, attacking the objective, and evaluation.
● Based on different types of the controlled information, the literature was reviewed in three categories consisting of:

○ The controlled user activities information,
○ The controlled ML model related information, and
○ The controlled authentication information.

● The attacker is assumed to use the system without any administrative privilege. This assumption implies that user
activities information was stolen by leveraging the kernel data and the sensor data both of which are beyond the
protection of the application.

● The attack against the controlled ML model-related information is demonstrated with stealing the model description
and/or stealing the training data.

● Similarly, keystroke data, secret keys, and password data are the examples of stealing the controlled authentication
information.

● Besides the stealing attack, the corresponding protections are summarized for each category.
● The challenges clearly go on five attacking phases.
● The future directions matching various limitations are presented. Comparing to the explicit breaking/destroying

attack, the controlled information leaked by such stealing attacks is much more difficult to be detected, so that the
estimated loss should be extended accordingly.


