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• This survey presented the recent advances in this new type of attack and corresponding 
countermeasures.  
 

• The ML-based stealing attack is reviewed in perspectives of three categories of targeted 
controlled information. 
 

• Including controlled user activities, controlled ML model-related information, and 
controlled authentication information. 

 Abstract 
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I. Introduction 

• Driven by the needs to protect the enormous value within data and the evolution of 
the emerging data mining techniques, information leakage becomes a growing 
concern for governments, organizations and individuals.  
 

• This survey introduced the stealing attack in the cyber security area. The 
information leakage can be defined as the violation of confidentiality of 
methods/mechanisms /framework which stores information or has access to 
information.  

 
• For example, authors [26] extracted user’s foreground app running in Android in 

order to exploit it for the phishing attack, while the user activity information was 
protected by a nonpublic system level permission.  
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Fig. 1. Introduced Stealing Controlled Information Attack Categories. 

I. Introduction (Cont.) 
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The contributions:  
 
• This paper introduced the ML-based stealing attack, which aims at stealing the 

controlled/protected information and leads to huge economic loss.  ML algorithms are 
applied in the attack to increase the success rate in various aspects.  
 

• The classification of the ML-based stealing attacks is built based on the targeted controlled 
information preferentially. Based on this classification, the vulnerabilities in various 
systems and corresponding attacks are sorted out and revealed. 

 
• The authors surveyed the advances of the ML-based stealing attacks between 2014 and 

2019. A methodology applied for the ML-based stealing attack against the controlled 
information is generalized to five phases  reconnaissance, data collection, feature 
engineering, attacking the objective, and evaluation.  

 
• They discussed the challenges of attacks stealing controlled information and forecast their 

future directions in terms of how they might affect our digital society. 

I. Introduction (Cont.) 
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II. Attack Methodology 

Fig. 2. ML-based stealing attack methodology  



8 

2.1 Reconnaissance 

• Reconnaissance refers to a preliminary inspection of the stealing attack. The two aims of this 
inspection include defining adversaries’ targets and analyzing the accessible data in order to 
facilitate the forthcoming attacks. 
 

• The target of adversaries in the published literature is usually the confidential information 
controlled by systems and online services. 

 
• The attacker needs to exhaustively search all possible entry points of the targeted system, 

reachable data paths, and readable data.  
 

• When the attacker aims at user’s activities, the triggered hardware devices and their 
corresponding logged information will be investigated. 
 

• For example, the attacker always searches and explores the readable system files, such as 
interrupt timing data and network resources. 

II. Attack Methodology (Cont.) 
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2.2 Data Collection 

• Active collection refers to the attacker actively interacts with the targeted system for 
data collection.  
 

• Specifically, an attacker designs some initial queries to interact with the system and 
subsequently collects the data. The goal of the attacker guides the design of malicious 
interactions, referring to the analysis results from the reconnaissance phases. 
 

 

• For example, if an attacker intends to identify which app is launched in a user’s mobile, 
some system files like 𝑝𝑟𝑜𝑐 𝑓 𝑠 recording app launching activities.  

 

II. Attack Methodology (Cont.) 
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2.3 Feature Engineering 

• After the datasets are prepared, feature engineering is the subsequent essential phase to 
generate representative vectors of the data to empower the ML model. The two key 
points in feature engineering for ML-based attacks consist of dataset cleaning and 
extracting features. 
 

• An obstacle of feature engineering is cleaning the noises and irrelevant information in the 
raw data. In general, deduplication and interpolation can be used to reduce the noise 
from accessible resource. 
 

• To reduce the noise, a Fast Fourier Transform (FFT) filter and an Inverse FFT (IFFT) filter 
are applied.  

II. Attack Methodology (Cont.) 
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II. Attack Methodology (Cont.) 

2.4 Attacking the Objective 

• The ML-based stealing attack into two attack modes as illustrated in Fig. 3. The five actions 
correspond to the first three phases within the MLBSA methodology.  

 
• As stated in the data collection phase, the inputs and their query results are collected as the 

required accessible dataset, which reveals the target information. 
 

• Based on the target information, the ground truth of the dataset is set up in this phase. 
With proper feature engineering methods, the training dataset is prepared to attack the 
objective.  
 

• But the subsequent actions to steal the controlled information using machine learning 
differ between two attack modes. 
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2.4 Attacking the Objective (Cont.) 

(a) The First Attack Mode 

(b) The Second Attack Mode 

II. Attack Methodology (Cont.) 

Fig. 3. The ML-based stealing attack into two attack modes 
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• For the first attack mode as shown in Fig. 3a, this attack mode is applied in the ML-based 
stealing attack against the user activity information, the authentication information, and 
training set information. 
 

• Regarding the testing dataset is collected from a victim’s system/service, the testing 
samples are not labeled while querying the attack model.  
 

• Since the attack model is built to infer the controlled information from these accessible 
data, the output of the model is the targeted controlled information. 
 

• The second attack mode illustrated in Fig. 3b, is mostly applied against the ML model-
related information. In a black-box setup, stealing the ML model attack aims at calculating 
the detailed expression of the model’s objective function.  
 

• Reconstructing the original model is essentially a reconstruction attack. Using the 
equation-solving and path-finding methods, the inputs and their query outputs for solving 
the specific objective function expression is interpreted as the training set. 
 

• Therefore, this attack can be simplify regarded as an ML-based attack. Additionally, based 
on the attackers’ inputs and the query outputs, the training set is synthesized and used to 
build a substitute model for reconstruction. 

II. Attack Methodology (Cont.) 

2.4 Attacking the Objective (Cont.) 



14 

• Evaluation metrics differ between two attack modes.  
• For the first attack mode, the attack model is the attacker’s weapon.  
• Most metrics commonly used to measure the effectiveness include accuracy, precision, 

recall, FPR, FNR, and F-measure.  
 

• Accuracy: It is also known as success rate and inference accuracy. Accuracy means the 
number of correctly inferred samples to the total number of predicted samples. Accuracy is 
a generic metric evaluating the attack model’s effectiveness.  

                                                    
 
 
• Precision: It is regarded as one of the standard metrics for attack accuracy. Precision 

illustrates the percentage of samples correctly predicted as controlled class 𝐴 among all 
samples classified as 𝐴.  
 
 

• Recall: It is regarded as another standard metric for attack accuracy. Recall is also called 
sensitivity or True Positive Rate (TPR). It is the probability of the amount of class A 
correctly predicted as class 𝐴. Similar to precision, recall also reveals the model’s 
correctness on a specific class. These two metrics are almost always applied together.  

                                                                     
 
 

2.5 Evaluation 

II. Attack Methodology (Cont.) 
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• F-measure: This metric or F1-score is the harmonic mean of recall and precision. F-
measure provides a comprehensive analysis of precision and recall .  

                              
 
• False positive rate (FPR): This metric denotes the proportion of class 𝐵 samples 

mistakenly categorized as class 𝐴 sampled.  
                             FPR assesses the model’s misclassified samples.  
 
• False negative rate (FNR): This metric stands for the ratio between class 𝐴 samples 

mistakenly categorized as class 𝐵 samples. Similar to FPR, FNR assesses the model’s 
misclassified samples from another aspect. FPR and FNR are almost always applied 
together to measure the model’s error rate.  

    
 
• Execution time: The execution time is used in training the model which indicates the 

efficiency of the attack model. 
 
• Battery consumption: It is also known as power consumption. Battery consumption 

refers to the target mobile’s battery while the target system is a mobile system, which 
indicates the efficiency of the attack model. For the second attack. 

2.5 Evaluation (Cont.) 

II. Attack Methodology (Cont.) 
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• For the second attack mode, ML-based attacks of stealing the ML model are assessed with 
other metrics.  
 

      The applied evaluation metrics are defined and listed below:  
• Test error is the average error based the same test set (𝐷) testing at learned model and 

targeted model [125]. A low test error means 𝑓ˆmatches 𝑓 well.  
                                   
 
 
• Uniform error is an estimation of the portion of full feature space that the learned model 

is different from the targeted one, when the testing set (𝑈 ) are selected uniformly [125].  
                                   
 
 
• Extraction accuracy indicates the performance of model extraction attack based on the 

test error and the uniform error [125].  
                          
 
 
 

2.5 Evaluation (Cont.) 

II. Attack Methodology (Cont.) 
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2.5 Evaluation (Cont.) 

II. Attack Methodology (Cont.) 

• Relative estimation error (EE) measures the effectiveness of model extraction attack 
using its learned hyperparameters ( ˆ 𝜆) contrasting to the original hyperparameters (𝜆) 
[131].  

     
 
 
• Relative mean square error (MSE) measures how well the model extraction attack 

reconstructs the regression models via comparing the mean square error after learning 
hyperparameters using cross-validation techniques [131].  

                         
     
        

• Relative accuracy error (AccE) measures how well the model extraction attack 
reconstructs the classification models via comparing accuracy error after learning 
hyperparameters using cross-validation techniques [131].  
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III. ML-based Stealing Attacks and Protections 

Table 2. Outline of Reviewed Papers (info: information) 

2.5 Evaluation (Cont.) 
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Table 2. Outline of Reviewed Papers 

III. ML-based Stealing Attacks and Protections (Cont.) 

2.5 Evaluation (Cont.) 
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3.1 Controlled User Activities Information 

• It is essential for security specialists to protect user activities information. Not only because 
the private activities are valuable to adversaries. 
 

• Also the adversary can exploit some specific activities to perform malicious attacks such as 
the phishing attack. 

Fig. 4. The ML-based stealing attack against user activities information. 

III. ML-based Stealing Attacks and Protections (Cont.) 
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3.1.1 Stealing controlled user activities from kernel data. 

• The dataset collected from the kernel about system process information is too noisy and 
coarse-grained to disclose any intelligible and valuable information.  
 

• However, through analyzing plenty of such data, the adversary could deduce some 
confidential information about the victim’s activities with the help of ML algorithms. 
 

• Stealing User Activities with Timing Analysis: The security implications of the kernel 
information through integrating some specific hardware components into Android 
smartphones.  

• The targeted user activities were unlock patterns and foreground apps. Moreover, users’ 
browsing behavior was targeted by the attacker.  
 

Table 3. Stealing Controlled User Activities using Kernel Data 

III. ML-based Stealing Attacks and Protections (Cont.) 
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• Stealing User Activities with iOS Side-channel Attack: In iOS systems, one popular side-
channel attack vector of Linux system about the process information is inaccessible. 

 

• Protection using Privacy Mechanism: An attack exploiting the kernel process information 
via decreasing the data’s resolution was defended. A differential privacy (DP) mechanism 
was utilized to prevent the attackers from gaining any useful storage information.  

3.1.1 Stealing controlled user activities from kernel data (Cont.). 

3.1.2 Stealing controlled user activities using sensor data. 

• The stealing attack using sensor data should be studied seriously by the defenders, not only 
from the application of effective ML mechanisms, but also from the popularity of sensing 
enabled applications. 
 

• The sensor information can reveal the controlled information indirectly as demonstrated in 
this stealing attack, such as acoustic and magnetic data. 

III. ML-based Stealing Attacks and Protections (Cont.) 



23 

Table 4. Stealing Controlled User Activities using Sensor Data 

• Stealing Machine’s Activities with Sensor-based Attack: A side-channel attack was proposed  
manufacturing equipment exploiting sensor data collected by mobile phones, which revealed 
its design and the manufacturing process.  
 

• The attacker managed to reconstruct the targeted equipment. As a result of reconnaissance, the 
security threat of the manufacturing sector was indicated.  
 

• After the dataset was gathered, the ML-based attack was completed by feature engineering, 
attacking with model training, and evaluation.  

3.1.2 Stealing controlled user activities using sensor data (Cont.) 

III. ML-based Stealing Attacks and Protections (Cont.) 
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3.1.3 Summary. 

• ML-based attacks steal user activities information from operating systems. According to 
the data sources, there are two kinds of attacks  using kernel data and using sensor data.  
 

• Kernel data reveals some system-level behaviors of the target system, while sensor data 
reflects the system’s reactions on its specific functionality used by users [26]. The kernel 
data is analyzed by the adversary from a time dimension. 

 
• Countermeasures: Regarding the protection mechanism, differential privacy is an 

important method for the attacks stealing user activities information. 
 

• The in-depth research in protecting against user activities information can explore the 
differential privacy appliance or a management system design for kernel files and sensor 
data.  
 

• Noise injection and access restriction are two effective protections, and the detection can 
alert the stealing attack. 

III. ML-based Stealing Attacks and Protections (Cont.) 
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3.2 Controlled ML Model Related Information 

• ML model related information consists of the model description, training data information, 
testing data information, and testing results.  
 

• The model description and training data information are controlled, otherwise, it is easy 
for an attacker to interpret the victim’s query result.  
 

• The generalized attack in this category is illustrated in Figure 5. In this category, ML-based 
attacks aim at stealing the training samples or the ML model.  
 

• Stealing the controlled training sample attacks use an ML model to determine whether the 
input sample is contained in the target training set. 

III. ML-based Stealing Attacks and Protections (Cont.) 

Fig. 5. The ML-based stealing attack against ML model related information. 
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3.2.1 Stealing controlled ML model description. 

• It is important to protect the confidentiality of ML models online. If fraud detection are 
based on ML models then understanding the model means that adversaries can evade 
detection. 
 

•  A specific ML model is defined by two important elements including ML algorithm’s 
parameters and hyperparameters. Since the model is controlled, its parameters and 
hyperparameters should be deemed confidential by nature. 

III. ML-based Stealing Attacks and Protections (Cont.) 

Table 5. Stealing Controlled ML Model Description 
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3.2.2 Stealing controlled ML model’s training data. 

• Another type of controlled information about MLaaS product is the training data. Training 
data is not only useful to construct the model using ML algorithms provided by an MLaaS 
platform,  
 

• Also sensitive as the records can be private information [34, 35]. Hence, the confidentiality 
of the model’s training data should be protected.  
 

• Model Inversion Attack & Defense: The model inversion attack was developed via 
conducting the commercial MLaaS APIs and leveraging confidence information with 
predictions.  

 
• However, the attack aimed to be applicable across both white-box setting and black-box 

setting. For the white-box setting, an adversarial client had a prior knowledge about the 
description of the model as the APIs allowed.  

III. ML-based Stealing Attacks and Protections (Cont.) 
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Table 6. Stealing Controlled ML Model’s Training Data. 

III. ML-based Stealing Attacks and Protections (Cont.) 
3.2.2 Stealing controlled ML model’s training data (Cont.) 
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• Stealing the Training Data of Deep Model with GAN: An attack against the privacy-preserving 
collaborative deep learning was designed to leak the participants’ training data which might be 
confidential.  
 

• A distributed, federated, or decentralized deep learning algorithm can process each users’ 
training set by sharing the subset of parameters obfuscated with differential privacy. 
 

• However, the training dataset leakage problem had not been solved by using the collaborative 
deep learning model. 

 

• Membership Inference Attack: Learning a specific data record  which was the membership of 
the training set of the targeted MLaaS model.  
 

• Since the commercial ML model only allowed black-box access provided by Google and Amazon, 
not only the training data but also the training data’s underlying distribution were controlled.  
 

• Therefore, an attack model was trained which could recognize such differences and determine 
whether the input data was the member of targeted training set or not. The attack is intended 
to recognize the model’s behavior testing with target training sample. 

III. ML-based Stealing Attacks and Protections (Cont.) 

3.2.2 Stealing controlled ML model’s training data (Cont.) 
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• Property Inference Attack: Different from learning a specific training record, the property 
inference attack targets at the properties of training data that the model producer 
unintended to share.  

 

• The target model was defined as a white-box Fully Connected Neural Networks (FCNNs) 
with the aim to infer some global properties such as a higher proportion.  

 
 

• During the feature engineering phase, the meta-training set by applying set-based 
representation instead of using a flattened vector of all parameters [5].  
 

III. ML-based Stealing Attacks and Protections (Cont.) 

3.2.2 Stealing controlled ML model’s training data (Cont.) 
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Table 7. Categories of Stealing ML related information attacks from three perspectives. 

III. ML-based Stealing Attacks and Protections (Cont.) 

• As for attack targets, two types of information may be stolen  model internal information and 
training set information. From attack surfaces, attacks may occur during either model’s 
training phase or inference phase.  
 

• Considering the attacker’s capability, the ML model usually allows either the black-box 
access or the white-box access. The first category is used for this subsection’s organization. 

3.2.2 Stealing controlled ML model’s training data (Cont.) 
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Table 8. Attack’s prior knowledge under black-box access and white-box access.  

III. ML-based Stealing Attacks and Protections (Cont.) 

3.2.2 Stealing controlled ML model’s training data (Cont.) 

• The black-box access allows the users to query the model and obtain prediction outputs 
which include the predicted label and confidence value. 
 

•  The white-box access allows the users to access any information of its model which 
includes predicted label, predicted confidence, parameters, and hyperparameters. 
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3.2.3 Summary. 

• ML-based stealing attacks against model related information target at either model descriptions 
or model’s training data.  

 
• Attackers steal model’s training data mostly at inference phase, except the GAN attack [49] and 

the property inference attack [91] which happen at training phase of collaborative learning.  
 

• Countermeasures: Concerning the ML pipeline, the protection methods will be applied in data 
preprocessing phase, training phase, and inference phase, respectively. 
 

• Differential privacy is the most common countermeasure to defend against the stealing attack, 
however, it alone cannot prevent the GAN attack. Privacy, regularization, dropout, and rounding 
techniques are popular protections at the training and inference phases. 
 
 

III. ML-based Stealing Attacks and Protections (Cont.) 
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Fig. 6. The ML-based stealing attack against authentication information 

III. ML-based Stealing Attacks and Protections (Cont.) 

3.2.3 Summary (Cont.) 

• Keystroke information and secret keys. After reconnoitering and querying, attackers 
targeting at keystroke information and secret keys interact with the target system to collect 
data, which refers to the active collection. 
 

• The attack involved active collection shares a similar workflow as Fig. 4 depicted. 



Thank You 
               For your Attention! 
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