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Abstract
• Internet of Things (IoT) technology is prospering and entering every part of our lives, be it education, home, vehicles,

or healthcare.

• With the increase in the number of connected devices, several challenges are also coming up with IoT technology:

heterogeneity, scalability, quality of service, security requirements, and many more.

• Security is also the major issues in IoT applications as makes IoT vulnerable to security attacks, and give financial,

reputational losses.

• In this paper, the authors survey of different security issues in IoT layers, focus on Distributed Denial of Service

(DDoS) attacks.

• The presented review work compares Intrusion Detection and Prevention models for mitigating DDoS attacks and

focuses on Intrusion Detection models.

• Furthermore, the classification of Intrusion Detection Systems, different anomaly detection techniques, different

Intrusion Detection System models based on datasets, various machine learning and deep learning techniques for data

pre-processing and malware detection.
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1. Introduction
• Internet of Things (IoT) is an emerging field of collection and

transfer of data without human intervention.

• It is referred to as a system of connected objects embedded

with sensors, software, control systems.

• The healthcare sector has transformed with the introduction of

IoT, be it wearables or telemedicine and remote monitoring of

patient.

• IoT has been a game-changer in smart vehicles by introducing

connected vehicles.

• Resource constraint, mobility, heterogeneity, scalability, data

management, security, and privacy are the main challenges in

IoT applications.
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Fig. 2 : Challenges in IoT

Fig. 1 : A representation of various IoT Applications 
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2. Security Issues in IoT Domain
Perception Layer: (Sensors, Actuators)

• Internet of Things (IoT) devices are increasingly

growing in numbers, and lack of security in these

devices has resulted in transforming IoT devices

into a hotbed for malicious activities.

• Sensors are also known as nodes, and these are

vulnerable to node capturing attacks where an

attacker may either capture the node or replace it

with a malicious node.

• Side channel attack based on laser, power

consumption, and timing can occur in this layer.

• IoT devices are power constraint, and the

attackers exploit this issue by draining the power

source and causing Sleep deprivation.
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2. Security Issues in IoT Domain
Network Layer: (Communication)

• Phishing attack targets several IoT devices in an

attempt to at least take control of a few of them.

• In a DDoS attack, an attacker tries to overwhelm the

target by sending spoofed requests. IoT devices act as

botnets in DDoS attacks and can create a massive

flood of requests to deny the target further access to

resources.

• Worm-hole, Sinkhole attacks are examples of Routing

attacks in which the attacker tries to route the traffic to

a different path by gaining access to nodes.
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Support Layer: (Resource Allocation, Computing)

• In a Man-in-the-middle attack, the attacker takes control of

the broker, thus controlling all the communication.

• The target of attack in the Support layer is usually to access

data; therefore, database and cloud security are crucial in

this layer.

Application Layer: (Smart home, healthcare,…)

• A service interruption attack is similar to a denial-of-

service attack as it causes service disruption.

• Sniffing attack takes place with the help of sniffing tools

where attacker sniffs network traffic data, and confidential

data is compromised in this attack.



A. Distributed Denial of Services (DDoS)

Attacks

• Distributed Denial of Services (DDoS) is an

amplified DoS attack. In a DDoS attack, requests are

initiated from many sources, and hence it is named

as distributed DoS. Due to this, it becomes

challenging to mitigate DDoS attacks.

• TCP SYN Flood attack, Teardrop attack, Smurf

attack, Ping of Death attack, Botnets are the types of

DDoS attacks.

• DDoS attacks can also be classified as Reflection

and Amplification attack.

• In a reflection attack, the size of the request and

response is the same whereas, in an amplification

attack, the size of the response is many times bigger

than that of the request.
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3. Intrusion Detection System
• Intrusion Detection System (IDS), Intrusion Prevention

System (IPS) are the two solutions for mitigate the DDoS

attacks.

• IDS is a precautionary measure where the system itself

takes no action in case of intrusion; instead, an alarm is

raised

• IPS is the punitive measure where an action is taken by

the system in case of intrusion.

• In IPS, an issue arises in the case of false positives as

legitimate users can also get blocked.

• Host-based IDS is specific to a system, detection of an

inside intruder is strong, and it can very well assess the

extent of the compromise, but it is expensive as one IDS

is required per-host.
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• In Network-based IDS, the outside intrusion is very well

detected, and it can protect all hosts, but there is too much

traffic to analyze the DDoS.

• Hybrid IDS is flexible and provides more security as it

combines features of both Host-based and Network-

based IDS.
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Fig. 9 : A graphical representation of the classification of various IDS techniques



3. Intrusion Detection System
A. Anomaly Detection Techniques

• Two major approaches being used for Malware Detection are Signature-based Detection and Anomaly-based Detection.

• Signature based detection technique is not successful in real-world applications (Botnets as Botnets keep on mutating and

Bot signature also keeps on changing.

• Community Base Anomaly Detection where Bots are identified using Communication Graph.

• Bad Neighborhood is also one of the methods used in Spam and Phishing Detection; it is defined as a cluster of IP

addresses that perform malicious activities over a certain period. Moura et al. [69] used this approach for IPv4 attacks

and generated a blacklist of IPs.

• This approach is not entirely practical as DDoS attacks are widespread, and it is challenging to assign clusters for

blacklisting.

• Another method is whitelisting IPs, as Yoon [76], where a VIP list is created assuming that VIPs will log in from a

particular IP address, i.e., IP address not very dynamic for personal laptops.

laptops
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3. Intrusion Detection System
A. Performance Metrics for IDS

1) Confusion Matrix: It is instinctive metrics for defining a classification model’s correctness. There are two ways to

reduce errors: reducing False Negatives and reducing False Positives. There is no set rule for the same, and it depends

on the requirement.

2) Accuracy: Accuracy is defined as the number of correct predictions over total predictions. 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

(𝑇𝑃+𝑇𝑁+𝐹𝑁+𝐹𝑃)

3) Precision: Precision is a measure to calculate the Machine Learning Model’s accuracy in finding the number of actual

positives out of total predicted positives. Precision =
𝑇𝑃

(𝑇𝑃+ 𝐹𝑃)

4) Recall/ Sensitivity: Recall is a measure to calculate the Machine Learning Model’s accuracy in finding the number of

positives out of total actual positives. 𝐑𝐞𝐜𝐚𝐥𝐥 =
𝐓𝐏

(𝐓𝐏+ 𝐅𝐍)

5) F1 Score: It is calculated as a Harmonic Mean of precision and recall metrics to better evaluate model performance.

F1 Score =
2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙) 16



3. Intrusion Detection System
A. Performance Metrics for IDS

6) Specificity: Specificity is the opposite of Sensitivity (Recall), and it is a measure of False Positive Rate.

Specificity =
𝑇𝑁

(𝑇𝑁 + 𝐹𝑃)

7) AUC-ROC Curve: Receiver Operating Characteristic (ROC) curve is a measure to determine the stability between

precision and recall by a varying threshold. The Area Under Curve (AUC) represent the quality of the classification model.

True Positive Rate TPR =
𝑇𝑃

(𝑇𝑁 + 𝐹𝑁)

False𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑅𝑎𝑡𝑒(𝐹𝑃𝑅) =
𝐹𝑃

(𝐹𝑃 + 𝑇𝑁)

It is a curve between TPR, i.e., Recall (Sensitivity), and FPR, i.e., (1 – Specificity). In general, AUC near to one represents a

better classification model.
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4. Review of Steps Involved in IDS
A. Data Sets in IDS

• Data can be collected in two ways in IDS: 1) Creating own datasets 2) Existing Datasets

• KDD-99 [77] is one of the oldest and extensive dataset, and despite it being highly imbalanced, it is used even now due

to the lack of its alternatives.

• NSL-KDD [78] was created to remove the issues associated with KDD-99. It is one of the benchmark datasets used for

Anomaly detections.

• The skewedness of KDD-99 and NSL-KDD is almost removed in UNSW-NB15 [79], [80], consisting of 49 features and

10 target classes, whereas KDD consists of 41 features and 5 target classes.

• For Botnets, CTU13 [81] having 13 scenarios; each of different Botnet samples is being used nowadays.

• ISOT is also one of the popular datasets [82], particularly for IoT Botnet attack databases.

• CICFlowmeter [96] is a java based tool used for extracting network features from raw network captures. It captures a set

of 80 features and prepares a pcap or CSV file to be used for further analysis.

18



4. Review of Steps Involved in IDS

19

A. Data Sets in IDS



4. Review of Steps Involved in IDS
A. Machine Learning Techniques in IDS

• Data pre-processing comprises several steps: adding missing values, normalizing data, removing unwanted

features/outliers. Thus, Feature analysis and extraction is main for any machine learning model.

• For feature extraction, different optimization techniques are used by researchers: Principal Component Analysis (PCA),

Genetic Algorithms (GA), and Boosting Algorithms.

• Botnet analysis has two major subdivisions, specifically Flow-based traffic analysis and Graph-based traffic analysis.

• These analyses differ mainly on the feature selection part as statistical features are selected for Flow-based analysis;

otherwise, Graph-based features are chosen.

• A botnet can be Detected using Graph-based features, as done by Chowdhury et al. [101]. In this detection, efficiency

was improved by removing inactive nodes, and detection methodology was given, where, by using only six nodes, Bots

can be detected effectively.
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4. Review of Steps Involved in IDS
A. Machine Learning

Techniques in IDS
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4. Review of Steps Involved in IDS
A. Machine Learning Techniques in IDS

22



4. Review of Steps Involved in IDS
B. Deep Learning Techniques in IDS

• Deep learning techniques are being extensively used for feature engineering because of their ability to learn high-

dimensional features.

• Generative Adversarial Network (GAN) is one of the most common feature engineering techniques, specifically for their

application in synthetic data creation and learning better about minority classes.

• Ferdowsi et al. [131] used GAN for feature engineering as well as detection. In this study, a distributed GAN is proposed

to provide a fully distributed IDS for the IoT to detect anomalous behavior without reliance on any centralized controller.

• Lee et al. [139] by deploying GAN for feature engineering. Features engineering is achieved using the Flow Wasserstein

GAN model and Attention GRU Model by Han et al. [140].

• An attention model is used to detect the payload-based attack.

• Yang et al. [141] used a Supervised adversarial Variational autoencoder for feature engineering. Regularization is

achieved using Wasserstein GAN with gradient penalty.
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4. Review of Steps Involved in IDS
B. Deep Learning Techniques in IDS
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4. Review of Steps Involved in IDS
B. Deep Learning Techniques in IDS
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5. Security-based Challenges and Proposed Solutions
Challenge No. 1: Robust Machine Learning Model

• Robustness is defined as the property where results obtained in the training set are similar to that of the test set. A robust

machine learning model is required for real-world applications.

Proposed Solution: Incremental Learning and Deep Learning can be used as a solution for achieving robustness. In

Incremental Learning, the model keeps learning continuously, making it more robust. Deep learning techniques like the

generation of adversarial data for checking the system’s robustness are being used.

Challenge No. 2: Generalizability of Model

• Generalizability is defined by assessing the performance of a model on unseen test situations. Robustness and

generalizability are usually not seen together to evaluate a model, whereas a robust, generalizable model should be the

target to make a sustainable model.

Proposed Solution: Incremental and Transfer Learning can be used for mitigate above challenge. Incremental Learning is

often used in image classification [116], target recognition [117], and used less in Intrusion Detection or information security.
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5. Security-based Challenges and Proposed Solutions
Challenge No. 3: Real Time Analysis

• Real-time analysis is essential for any model to be adopted at the enterprise level. In malware classification, the

challenge is in identifying patterns to distinguish between legitimate and malware traffic. In offline mode, machine

learning models work on static datasets while the online stream of data is analyzed in online Learning.

Proposed Solution: Incremental Learning can be the solution for real-time analysis as the model can get updated according

to newly added features. The related approach is used by Qureshi et al. [150] in case of support vectors, by retaining old

samples which are likely to become support vector.

Challenge No. 4: Resource Constraints of IoT Devices.

• IoT devices are known to be constraint devices in terms of power, cost, and size. As for low-cost IoT devices, keeping all

the security requirements is a major concern. Capacities of Deep Learning techniques could not be utilized because of

these constraints.

Proposed Solution: A solution for this could be to use Deep Learning techniques with powerful hyperparameter tuning

techniques. Although, Deep learning does not necessarily require feature engineering, using it makes the model lightweight. .
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5. Security-based Challenges and Proposed Solutions
Challenge No. 5: Longer Training Time of IDS

• Most of the Intrusion Detection models suffer

from longer training time, which affects the

performance of the model to such an extent that

sometimes compromise has to be made on overall

system performance to reduce training time.

Proposed Solution: Transfer Learning is defined as

the ability to use a pre-trained model for different yet

similar work.

.
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Fig. 12 : A logical mapping of comprehensive challenges, Research gaps and 

possible solutions.



6. Conclusion
• In this survey, two major solutions are found in the literature for preventing DDoS attacks, namely Intrusion Detection

System (IDS) and Intrusion Prevention System (IPS).

• The Intrusion Detection System is analyzed in the undertaken review work, and various intrusion detection models have

been evaluated.

• Furthermore, the authors have also discussed the classification of Intrusion Detection Systems, different anomaly

detection techniques, various Intrusion Detection System models based on datasets, diverse machine learning, and deep

learning techniques for data pre-processing and malware detection.
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